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Introduction

I Interactive computation captures the notion of bio-inspired
computing better than classical Turing-like computation.

I Architectural Evolution is a crucial aspect of biological neu-
ral networks: synaptic plasticity, cell birth and death, . . .

I We studied the computational capabilities of a rate model
of interactive and evolving recurrent neural networks.

I We proved that Interactive and evolving recurrent neural
networks are super-Turing.
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Interactive Turing machine (Int-TM)
An Int-TM provided with additional advice input and output
tapes and advice function α : N −→ {0, 1}∗
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Interactive Turing machine with advice (Int-TM/A)
An Int-TM provided with additional advice input and output
tapes and advice function α : N −→ {0, 1}∗
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Lemma

Interactive Turing machines with advice (Int-TM/As) are strictly
more powerful than interactive Turing machines (Int-TMs), i.e.,
they can compute strictly more ω-translations.
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Recurrent Neural Networks
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Dynamics: static synaptic weights
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bij · uj(t) + ci


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Previous Results

Int-St-RNN[Q]s: interactive recurrent neural networks
with static rational weights

Int-St-RNN[R]s: interactive recurrent neural networks
with static real weights (analog)

Theorem (Cabessa & Siegelmann)

I Int-St-RNN[Q]s are computationally equivalent to Int-TMs.

I Int-St-RNN[R]s are computationally equivalent to Int-TM/As,
hence super-Turing.
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Dynamics: evolving synaptic weights

ci(t)

ai1(t)ai2(t)

aiN (t)

biM (t)

bi1(t)

1

1

0

σ

xi

neuron

xi(t + 1) = σ

 N∑
j=1

aij(t) · xj(t) +
M∑

j=1

bij(t) · uj(t) + ci(t)


Interactive Evolving Recurrent Neural Networks are Super-Turing J. Cabessa



Introduction Interactive Computation Static Neural Networks Evolving Neural Networks Conclusion

New Results

Int-Ev-RNN[Q]s: interactive evolving recurrent neural networks
with static rational weights

Int-Ev-RNN[R]s: interactive evolving recurrent neural networks
with static real weights (analog)
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Proof: from Int-TM/A to Int-Ev-RNN[Q]

xe

uinput stream s

yv

yd output

validation

qα(0), qα(1), . . . , qα(n), . . .

simulate the extra-recursive steps ofM by
retrieving advice α(0), α(1), α(2), . . . , α(n)
from qα(n)

simulate the recursive steps ofM
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Proof: from Int-Ev-RNN[Q] to Int-TM/A

infinite input stream s(0)s(1)s(2) · · ·

program simulating network
N on infinite input stream s

…

Int-TM/AM

advice call: α(t) = Encoding(N (t)) …
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Summary

Static Evolving

Q Turing Super-Turing

R Super-Turing Super-Turing
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Conclusions

I Architectural Evolution is an alternative way to the power of
the continuum to achieve super-Turing capabilities.

I The results support the idea that architectural evolution might
play a crucial role in the computational capabilities of biolog-
ical neural networks.

I Future work: study the computational power of more biolog-
ically oriented neural models involved in more bio-inspired
computational frameworks.
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