INTRODUCTION AUTOMATA & B-RNNs AUTOMATA & B-RNNs or SR AUTOMATA & S-RNNs orF SR CONCLUSION

(e]e] 0000 0000 0000000

NEURAL COMPUTATION WITH
SPIKING NEURAL NETWORKS
COMPOSED OF SYNFIRE RINGS

Jérémie Cabessa
Ginette Horcholle-Bossavit and Brigitte Quenet

Department of Mathematical Economics
University Paris Il, France

ICANN 17, September 12, 2017, Alghero, Sardinia

NEURAL COMPUTATION WITH SPIKING NEURAL NETWORKS COMPOSED OF SYNFIRE RINGS

o

JEREMIE CABESSA



INTRODUCTION AUTOMATA & B-RNNs AuTOMATA & B-RNNs or SR AUTOMATA & S-RNNs or SR CONCLUSION
(1] 0000 0000 0000000 o

INTRODUCTION

» In many biologically inspired neural models (like Hopfield net-
works or attractor networks in general), information processing
is related to attractor dynamics.
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INTRODUCTION

» In many biologically inspired neural models (like Hopfield net-
works or attractor networks in general), information processing
is related to attractor dynamics.

» Memories are represented by fixed point attractors (in general).
Repetitive and oscillatory behaviors are represented by cyclic
attractors.
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INTRODUCTION

» In many biologically inspired neural models (like Hopfield net-
works or attractor networks in general), information processing
is related to attractor dynamics.

» Memories are represented by fixed point attractors (in general).
Repetitive and oscillatory behaviors are represented by cyclic
attractors.

» A challenge in attractor networks is to determine how attractors
(number, types, transitions between them) can be controlled.
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INTRODUCTION

» Do biological neural networks have the ability to compute, in
the precise sense of computation theory?
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INTRODUCTION

» Do biological neural networks have the ability to compute, in
the precise sense of computation theory?

> Yes... We simulate finite state automata with spiking neural
networks composed of synfire rings.
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INTRODUCTION

» Do biological neural networks have the ability to compute, in
the precise sense of computation theory?

> Yes... We simulate finite state automata with spiking neural
networks composed of synfire rings.

» Computational states are represented by sustained activities of
synfire rings, i.e., by cyclic attractors.
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INTRODUCTION

» Do biological neural networks have the ability to compute, in
the precise sense of computation theory?

> Yes... We simulate finite state automata with spiking neural
networks composed of synfire rings.

» Computational states are represented by sustained activities of
synfire rings, i.e., by cyclic attractors.

» Transitions between such attractors is perfectly controlled, in
an input-driven way.
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FroM AUTOMATA TO BOOLEAN NEURAL NETWORKS
MINSKY’S CONSTRUCTION (NOT OPTIMAL)
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FroM AUTOMATA TO BOOLEAN NEURAL NETWORKS
MINSKY’S CONSTRUCTION (NOT OPTIMAL)

Automaton Boolean Neural Network
a
a
—> ‘1 .
o . input a
\ .
b
b 'y
i input b
state 1 state 2 state 3
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FroM AUTOMATA TO BOOLEAN NEURAL NETWORKS
MINSKY’S CONSTRUCTION (NOT OPTIMAL)

Automaton Boolean Neural Network

state 1 state 2 state 3
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FroM AUTOMATA TO BOOLEAN NEURAL NETWORKS
MINSKY’S CONSTRUCTION (NOT OPTIMAL)

Automaton Boolean Neural Network

: @ : @ {input a

1/2:—::’ ; : {input b

state 1 state 2 state 3
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{input b
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FroM AUTOMATA TO BOOLEAN NEURAL NETWORKS
MINSKY’S CONSTRUCTION (NOT OPTIMAL)

Automaton Boolean Neural Network

¢ input a

{input b

state 1 state 2 state 3
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FroM AUTOMATA TO BOOLEAN NEURAL NETWORKS
MINSKY’S CONSTRUCTION (NOT OPTIMAL)
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state 1 state 2 state 3

Automaton Boolean Neural Network
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:' ja input a
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FroM AUTOMATA TO BOOLEAN NEURAL NETWORKS
MINSKY’S CONSTRUCTION (NOT OPTIMAL)
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FroM AUTOMATA TO BOOLEAN NEURAL NETWORKS
MINSKY’S CONSTRUCTION (NOT OPTIMAL)

Automaton Boolean Neural Network
a
Y ‘ R
;’ : input a
() -
1/2—>t Ch2 <_\ : i input b
T 4

state 1 state 2 state 3
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Automaton Boolean Neural Network
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¢ input a

{input b

state 1 state 2 state 3
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FroM AUTOMATA TO BOOLEAN NEURAL NETWORKS
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Automaton Boolean Neural Network
a

¢ input a

Ch2 <_\ : input b
S Ny

state 1 state 2 state 3
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FroM AUTOMATA TO BOOLEAN NEURAL NETWORKS
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Automaton Boolean Neural Network
a
Y ‘ R
e a : input a
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b 1/2 Cb,2 <_\ input b
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state 1 state 2 state 3
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Automaton Boolean Neural Network
a
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;’ : input a
() -
1/2—>t Ch2 <_\ : i input b
T 4
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FroM AUTOMATA TO BOOLEAN NEURAL NETWORKS
MINSKY’S CONSTRUCTION (NOT OPTIMAL)

Automaton Boolean Neural Network
a
Y ‘ R
;’ : input a
() -
1/2—>t Ch2 <_\ : i input b
T 4

state 1 state 2 state 3

b 1,0 0,1 1,0 1,0
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DRAWBACKS OF THE CONSTRUCTION

Two main drawbacks of this construction:

» Computational states of the automaton are represented by sin-
gle spiking configurations (or activation vectors) of the network.
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DRAWBACKS OF THE CONSTRUCTION

Two main drawbacks of this construction:
» Computational states of the automaton are represented by sin-
gle spiking configurations (or activation vectors) of the network.
* Computational states should rather be represented by sustained
activities of neural assemblies, e.g., by cyclic attractors.
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DRAWBACKS OF THE CONSTRUCTION

Two main drawbacks of this construction:

» Computational states of the automaton are represented by sin-
gle spiking configurations (or activation vectors) of the network.

* Computational states should rather be represented by sustained
activities of neural assemblies, e.g., by cyclic attractors.

» Network is not robust to changing of weights or removal of
connections.
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DRAWBACKS OF THE CONSTRUCTION

Two main drawbacks of this construction:

» Computational states of the automaton are represented by sin-
gle spiking configurations (or activation vectors) of the network.

* Computational states should rather be represented by sustained
activities of neural assemblies, e.g., by cyclic attractors.

» Network is not robust to changing of weights or removal of
connections.

* Network should be robust to such synaptic noises.
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SYNFIRE CHAINS AND SYNFIRE RINGS

» Synfire chains are likely to be crucially involved in the processing
and coding of information (ABELES 82).

layer 1

layer n Q

layer 1 layer 2 layer 3 layer 4
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SYNFIRE CHAINS AND SYNFIRE RINGS

» Synfire chains are likely to be crucially involved in the processing
and coding of information (ABELES 82).

» Spontaneous emergence of synfire rings (looping synfire chains)
has been observed in self-organizing neural networks (ZHENG
& TRIESCH 14).

layer 1
layer n 7O layer 2
_— - ~
layer 1 layer 2 layer 3 layer 4 OO Q O
VN =g
305
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SYNFIRE CHAINS AND SYNFIRE RINGS

» Synfire chains are likely to be crucially involved in the processing
and coding of information (ABELES 82).

» Spontaneous emergence of synfire rings (looping synfire chains)
has been observed in self-organizing neural networks (ZHENG
& TRIESCH 14).

* Computational states could be represented as sustained activi-
ties within synfire rings.

layer 1
layer n 7O layer 2
—— h= =
layer 2 layer 3 layer 4 OOA Q Q
BN Nt \
308

layer 1
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FrROM AUTOMATA TO BOOLEAN NEURAL NETWORKS
WITH SYNFIRE RINGS

R

NEURAL COMPUTATION WITH SPIKING NEURAL NETWORKS COMPOSED OF SYNFIRE RINGS JEREMIE CABESSA



INTRODUCTION
oo

AuTtomATA & B-RNNs
0000

SIMULATION

AvuTomATA & B-RNNs or SR
[eJe] Yo)

0000000

AutomATA & S-RNNs or SR

CONCLUSION
(o]

NEURAL COMPUTATION WITH SPIKING NEURAL NETWORKS COMPOSED OF SYNFIRE RINGS

A
JEREMIE CABESSA



INTRODUCTION
oo

AuTtomATA & B-RNNs
0000

SIMULATION

AvuTomATA & B-RNNs or SR
[eJe] Yo)

0000000

AutomATA & S-RNNs or SR

CONCLUSION
(o]

NEURAL COMPUTATION WITH SPIKING NEURAL NETWORKS COMPOSED OF SYNFIRE RINGS

A
JEREMIE CABESSA



INTRODUCTION
oo

AuTtomATA & B-RNNs
0000

SIMULATION

AvuTomATA & B-RNNs or SR
[eJe] Yo)

0000000

AutomATA & S-RNNs or SR

CONCLUSION
(o]

NEURAL COMPUTATION WITH SPIKING NEURAL NETWORKS COMPOSED OF SYNFIRE RINGS

A
JEREMIE CABESSA



INTRODUCTION
oo

AuTtomATA & B-RNNs
0000

SIMULATION

AvuTomATA & B-RNNs or SR
[eJe] Yo)

0000000

AutomATA & S-RNNs or SR

CONCLUSION
(o]

NEURAL COMPUTATION WITH SPIKING NEURAL NETWORKS COMPOSED OF SYNFIRE RINGS

A
JEREMIE CABESSA



INTRODUCTION
oo

AuTtomATA & B-RNNs
0000

SIMULATION

AvuTomATA & B-RNNs or SR
[eJe] Yo)

AutomATA & S-RNNs or SR
0000000

CONCLUSION
(o]

NEURAL COMPUTATION WITH SPIKING NEURAL NETWORKS COMPOSED OF SYNFIRE RINGS

A
JEREMIE CABESSA



INTRODUCTION
oo

AuTtomATA & B-RNNs
0000

SIMULATION

AvuTomATA & B-RNNs or SR
[eJe] Yo)

AutomATA & S-RNNs or SR
0000000

CONCLUSION
(o]

NEURAL COMPUTATION WITH SPIKING NEURAL NETWORKS COMPOSED OF SYNFIRE RINGS

A
JEREMIE CABESSA



INTRODUCTION
oo

AuTtomATA & B-RNNs
0000

SIMULATION

AvuTomATA & B-RNNs or SR
[eJe] Yo)

0000000

AutomATA & S-RNNs or SR

CONCLUSION
(o]

NEURAL COMPUTATION WITH SPIKING NEURAL NETWORKS COMPOSED OF SYNFIRE RINGS

A
JEREMIE CABESSA



INTRODUCTION
oo

AuTtomATA & B-RNNs
0000

SIMULATION

AvuTomATA & B-RNNs or SR
[eJe] Yo)

AutomATA & S-RNNs or SR
0000000

CONCLUSION
(o]

NEURAL COMPUTATION WITH SPIKING NEURAL NETWORKS COMPOSED OF SYNFIRE RINGS

A
JEREMIE CABESSA



INTRODUCTION
oo

AuTtomATA & B-RNNs
0000

SIMULATION

AvuTomATA & B-RNNs or SR
[eJe] Yo)

0000000

AutomATA & S-RNNs or SR

CONCLUSION
(o]

NEURAL COMPUTATION WITH SPIKING NEURAL NETWORKS COMPOSED OF SYNFIRE RINGS

A
JEREMIE CABESSA



INTRODUCTION
oo

AuTtomATA & B-RNNs
0000

SIMULATION

AvuTomATA & B-RNNs or SR
[eJe] Yo)

AutomATA & S-RNNs or SR
0000000

CONCLUSION
(o]

NEURAL COMPUTATION WITH SPIKING NEURAL NETWORKS COMPOSED OF SYNFIRE RINGS

A
JEREMIE CABESSA



INTRODUCTION
oo

AuTtomATA & B-RNNs
0000

SIMULATION

AvuTomATA & B-RNNs or SR
[eJe] Yo)

0000000

AutomATA & S-RNNs or SR

CONCLUSION
(o]

NEURAL COMPUTATION WITH SPIKING NEURAL NETWORKS COMPOSED OF SYNFIRE RINGS

A
JEREMIE CABESSA



INTRODUCTION
oo

AuTtomATA & B-RNNs
0000

SIMULATION

AvuTomATA & B-RNNs or SR
[eJe] Yo)

AutomATA & S-RNNs or SR
0000000

CONCLUSION
(o]

NEURAL COMPUTATION WITH SPIKING NEURAL NETWORKS COMPOSED OF SYNFIRE RINGS

A
JEREMIE CABESSA



INTRODUCTION
oo

AuTtomATA & B-RNNs
0000

SIMULATION

AvuTomATA & B-RNNs or SR
[eJe] Yo)

AutomATA & S-RNNs or SR
0000000

CONCLUSION
(o]

NEURAL COMPUTATION WITH SPIKING NEURAL NETWORKS COMPOSED OF SYNFIRE RINGS

A
JEREMIE CABESSA



INTRODUCTION
oo

AuTtomATA & B-RNNs
0000

SIMULATION

AvuTomATA & B-RNNs or SR
[eJe] Yo)

0000000

AutomATA & S-RNNs or SR

CONCLUSION
(o]

NEURAL COMPUTATION WITH SPIKING NEURAL NETWORKS COMPOSED OF SYNFIRE RINGS

A
JEREMIE CABESSA



INTRODUCTION
oo

AuTtomATA & B-RNNs
0000

SIMULATION

AvuTomATA & B-RNNs or SR
[eJe] Yo)

AutomATA & S-RNNs or SR
0000000

CONCLUSION
(o]

NEURAL COMPUTATION WITH SPIKING NEURAL NETWORKS COMPOSED OF SYNFIRE RINGS

A
JEREMIE CABESSA



INTRODUCTION
oo

AuTtomATA & B-RNNs
0000

SIMULATION

AvuTomATA & B-RNNs or SR
[eJe] Yo)

0000000

AutomATA & S-RNNs or SR

CONCLUSION
(o]

NEURAL COMPUTATION WITH SPIKING NEURAL NETWORKS COMPOSED OF SYNFIRE RINGS

A
JEREMIE CABESSA



INTRODUCTION
oo

AuTtomATA & B-RNNs
0000

SIMULATION

AvuTomATA & B-RNNs or SR
[eJe] Yo)

AutomATA & S-RNNs or SR
0000000

CONCLUSION
(o]

NEURAL COMPUTATION WITH SPIKING NEURAL NETWORKS COMPOSED OF SYNFIRE RINGS

A
JEREMIE CABESSA



INTRODUCTION
oo

AuTtomATA & B-RNNs
0000

SIMULATION

AvuTomATA & B-RNNs or SR
[eJe] Yo)

0000000

AutomATA & S-RNNs or SR

CONCLUSION
(o]

NEURAL COMPUTATION WITH SPIKING NEURAL NETWORKS COMPOSED OF SYNFIRE RINGS

A
JEREMIE CABESSA



INTRODUCTION
oo

AuTtomATA & B-RNNs
0000

SIMULATION

AvuTomATA & B-RNNs or SR
[eJe] Yo)

AutomATA & S-RNNs or SR
0000000

CONCLUSION
(o]

NEURAL COMPUTATION WITH SPIKING NEURAL NETWORKS COMPOSED OF SYNFIRE RINGS

A
JEREMIE CABESSA



INTRODUCTION
oo

AuTtomATA & B-RNNs
0000

SIMULATION

AvuTomATA & B-RNNs or SR
[eJe] Yo)

AutomATA & S-RNNs or SR
0000000

CONCLUSION
(o]

NEURAL COMPUTATION WITH SPIKING NEURAL NETWORKS COMPOSED OF SYNFIRE RINGS

A
JEREMIE CABESSA



INTRODUCTION
oo

AuTtomATA & B-RNNs
0000

SIMULATION

AvuTomATA & B-RNNs or SR
[eJe] Yo)

0000000

AutomATA & S-RNNs or SR

CONCLUSION
(o]

NEURAL COMPUTATION WITH SPIKING NEURAL NETWORKS COMPOSED OF SYNFIRE RINGS

A
JEREMIE CABESSA



INTRODUCTION
oo

AuTtomATA & B-RNNs
0000

SIMULATION

AvuTomATA & B-RNNs or SR
[eJe] Yo)

AutomATA & S-RNNs or SR
0000000

CONCLUSION
(o]

NEURAL COMPUTATION WITH SPIKING NEURAL NETWORKS COMPOSED OF SYNFIRE RINGS

A
JEREMIE CABESSA



INTRODUCTION
oo

AuTtomATA & B-RNNs
0000

SIMULATION

AvuTomATA & B-RNNs or SR
[eJe] Yo)

0000000

AutomATA & S-RNNs or SR

CONCLUSION
(o]

NEURAL COMPUTATION WITH SPIKING NEURAL NETWORKS COMPOSED OF SYNFIRE RINGS

A
JEREMIE CABESSA



INTRODUCTION
oo

AuTtomATA & B-RNNs
0000

SIMULATION

AvuTomATA & B-RNNs or SR
[eJe] Yo)

AutomATA & S-RNNs or SR
0000000

CONCLUSION
(o]

NEURAL COMPUTATION WITH SPIKING NEURAL NETWORKS COMPOSED OF SYNFIRE RINGS

A
JEREMIE CABESSA



INTRODUCTION
oo

AuTtomATA & B-RNNs
0000

SIMULATION

AvuTomATA & B-RNNs or SR
[eJe] Yo)

AutomATA & S-RNNs or SR
0000000

CONCLUSION
(o]

NEURAL COMPUTATION WITH SPIKING NEURAL NETWORKS COMPOSED OF SYNFIRE RINGS

A
JEREMIE CABESSA



CONCLUSION

AutomATA & S-RNNs or SR

0000000

AvtomaTa & B-RNNs  AuToMATA & B-RNNs or SR
[eJe] Yo)

0000

INTRODUCTION

(e]e]

SIMULATION

JEREMIE CABESSA

NEURAL COMPUTATION WITH SPIKING NEURAL NETWORKS COMPOSED OF SYNFIRE RINGS



INTRODUCTION
oo

AuTtomATA & B-RNNs
0000

SIMULATION

AvuTomATA & B-RNNs or SR
[eJe] Yo)

AutomATA & S-RNNs or SR
0000000

CONCLUSION
(o]

NEURAL COMPUTATION WITH SPIKING NEURAL NETWORKS COMPOSED OF SYNFIRE RINGS

A
JEREMIE CABESSA



INTRODUCTION
oo

AuTtomATA & B-RNNs
0000

SIMULATION

AvuTomATA & B-RNNs or SR
[eJe] Yo)

0000000

AutomATA & S-RNNs or SR

CONCLUSION
(o]

NEURAL COMPUTATION WITH SPIKING NEURAL NETWORKS COMPOSED OF SYNFIRE RINGS

A
JEREMIE CABESSA



INTRODUCTION
oo

AuTtomATA & B-RNNs
0000

SIMULATION

AvuTomATA & B-RNNs or SR
[eJe] Yo)

0000000

AutomATA & S-RNNs or SR

CONCLUSION
(o]

NEURAL COMPUTATION WITH SPIKING NEURAL NETWORKS COMPOSED OF SYNFIRE RINGS

A
JEREMIE CABESSA



INTRODUCTION
oo

AuTtomATA & B-RNNs
0000

SIMULATION

AvuTomATA & B-RNNs or SR
[eJe] Yo)

0000000

AutomATA & S-RNNs or SR

CONCLUSION
(o]

NEURAL COMPUTATION WITH SPIKING NEURAL NETWORKS COMPOSED OF SYNFIRE RINGS

A
JEREMIE CABESSA



INTRODUCTION AUTOMATA & B-RNNs AutomaTAa & B-RNNs or SR AUTOMATA & S-RNNs or SR CONCLUSION
e} 0000 oooe 0000000 o

AUTOMATA & BOOLEAN RNNS WITH SYNFIRE
RiNGs

Since the construction is generic, one has the following result:

THEOREM

Any finite state automaton can be simulated by some Boolean
neural network composed of synfire rings.
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[ZHIKEVICH SPIKING NEURAL NETWORKS

We extend the construction to the case of Izhikevich Spiking
RNNSs, i.e., where each neuron’s dynamics is governed by:

v 0.04v2 + 50+ 140 —u+ 1

v =albv—u)

with the auxiliary after-spike reseting:
if v>30mV, thenv< cand u+ u+d
P> v: membrane potential
> wu: membrane recovery variable

P> [: synaptic currents

» a,b,c, d: dimensionless parameters
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FrROM AUTOMATA TO SPIKING NEURAL NETWORKS
WITH SYNFIRE RINGS

R
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F1GURE: Connectivity matrix of the network
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SIMULATION: WITHOUT SYNAPTIC NOISE
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FIGURE: Raster plot of the simulation and activity of one spiking neuron
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F1GURE: Connectivity matrix of the network
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AUTOMATA & SPIKING RNNS WITH SYNFIRE RINGS

Since the construction is generic, one has the following result:

THEOREM

Any finite state automaton can be simulated by some (noisy)
Izhikevich spiking neural network composed of synfire rings.
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CONCLUSIONS

» We showed that any finite state automaton can be simulated
by some spiking RNN composed of synfire rings.
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CONCLUSIONS

» We showed that any finite state automaton can be simulated
by some spiking RNN composed of synfire rings.

» The computational states are represented as sustained activities
of neural assemblies rather than by static states (or activation
vectors) of the network.
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CONCLUSIONS

» We showed that any finite state automaton can be simulated
by some spiking RNN composed of synfire rings.

» The computational states are represented as sustained activities
of neural assemblies rather than by static states (or activation
vectors) of the network.

> We intend to show that abstract models of computation —
rather than single specific problems — can be implemented in
bio-inspired neural networks.
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CONCLUSIONS

» We showed that any finite state automaton can be simulated
by some spiking RNN composed of synfire rings.

» The computational states are represented as sustained activities
of neural assemblies rather than by static states (or activation
vectors) of the network.

> We intend to show that abstract models of computation —
rather than single specific problems — can be implemented in
bio-inspired neural networks.

» Future work along these lines: towards Turing-complete com-
putation.
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