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PROJECT SUMMARY

» We introduce a bio-inspired paradigm for neural computation
based on the concept of synfire rings.
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PROJECT SUMMARY

» We introduce a bio-inspired paradigm for neural computation
based on the concept of synfire rings.

» PHASE 1: Propose a Turing-complete neural architecture based
on synfire rings.

» PHASE 2: Develop learning algorithms on this architecture:
* Towards neuromorphic implementation.

* Towards (real) biological implementation.
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BOOLEAN RECURRENT NEURAL NETWORKS
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SPIKING RECURRENT NEURAL NETWORKS
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Neurons' activities are modelled by Izhikevich or Hodgkin-Huxley
differential equations.
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NEGATIVE RESULTS

» In practice, the effectiveness of ML is mainly due to the increase
in computational power of computers.
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NEGATIVE RESULTS

» In practice, the effectiveness of ML is mainly due to the increase
in computational power of computers.

» In theory, back-propagation is not efficient!

THEOREM (BLUM & RIVEST 1992)

Training a specific 3-node neural network composed of threshold
cells is NP-complete.
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NEGATIVE RESULTS

» In practice, the effectiveness of ML is mainly due to the increase
in computational power of computers.

» In theory, back-propagation is not efficient!

THEOREM (BLUM & RIVEST 1992)

Training a specific 3-node neural network composed of threshold
cells is NP-complete.

THEOREM (SIMA 1995)

Back-propagation training a specific 3-node neural network
composed of sigmoidal cells is NP-hard.
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TOWARDS NOVEL PARADIGMS OF NEURAL
COMPUTATION

» Computational states of the machines are represented by spik-
ing configurations of the network.
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ing configurations of the network.

* Computational states should rather be represented by sustained
activities of neural assemblies, e.g., by cyclic attractors.
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> Network is not robust to cell death, synaptic plasticity, archi-
tectural plasticity in general.
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TOWARDS NOVEL PARADIGMS OF NEURAL
COMPUTATION

» Computational states of the machines are represented by spik-
ing configurations of the network.

* Computational states should rather be represented by sustained
activities of neural assemblies, e.g., by cyclic attractors.

> Network is not robust to cell death, synaptic plasticity, archi-
tectural plasticity in general.

* Network should be robust to architectural plasticity and synap-
tic noise.
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SYNFIRE CHAINS

» Synfire chains allow for robust and highly precise transmission
of information in neural networks (ABELES 82).
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SYNFIRE CHAINS

» Synfire chains allow for robust and highly precise transmission
of information in neural networks (ABELES 82).

» Synfire chains are likely to be crucially involved in the processing
and coding of information in neural networks.
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SYNFIRE RINGS

» Synfire rings are looping synfire chains that have been observed
in self-organizing neural networks (ZHENG & TRIESCH 14).
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SYNFIRE RINGS
» Synfire rings are looping synfire chains that have been observed
in self-organizing neural networks (ZHENG & TRIESCH 14).

» Synfire rings allow for robust and temporally precise self-sustained
activities.
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SYNFIRE RING ARCHITECTURE

TURING COMPLETE COMPUTATION WITH SYNFIRE RING-BASED NEURAL NETWORKS JEREMIE CABESSA



PROJECT STATE OF THE ART SYNFIRE RINGS SN-RNNs & FSA SR-RNNs & TMs FuTURE WORK
o 0000000 ocooe 00000 0000000000000 000

NEURAL COMPUTATION WITH SYNFIRE RINGS

» We introduce a paradigm of abstract neural computation based
on synfire rings.
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NEURAL COMPUTATION WITH SYNFIRE RINGS

> We introduce a paradigm of abstract neural computation based
on synfire rings.

» Computational states are represented by sustained activities of
synfire rings, i.e., attractors.
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NEURAL COMPUTATION WITH SYNFIRE RINGS

> We introduce a paradigm of abstract neural computation based
on synfire rings.

» Computational states are represented by sustained activities of
synfire rings, i.e., attractors.

» The transitions between such attractors are perfectly controlled
by the inputs.
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NEURAL COMPUTATION WITH SYNFIRE RINGS

> We introduce a paradigm of abstract neural computation based
on synfire rings.

» Computational states are represented by sustained activities of
synfire rings, i.e., attractors.

» The transitions between such attractors are perfectly controlled
by the inputs.

» The global computational process is robust to some kinds of
architectural plasticities and synaptic noises.
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SIMULATION OF FINITE STATE AUTOMATA

> We simulate finite state automata with synfire ring-based neural
networks.
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SIMULATION OF FINITE STATE AUTOMATA

> We simulate finite state automata with synfire ring-based neural
networks.

gboob 11 of 1
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» For this purpose, we need to simulate transitions between ring
activities.
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RING TRANSITION 1: EXCITATORY /INHIBITORY
SYSTEM
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AUTOMATA & RNNS WITH SYNFIRE RINGS

The construction is generic, therefore, the following results hold:

THEOREM (CABESSA & MASULLI 17, CABESSA ET AL.

17, CABESSA & TCHAPTCHET 18, CABESSA & SIMA 19)

» Any finite state automaton can be simulated by some
neural network composed of synfire rings.
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AUTOMATA & RNNS WITH SYNFIRE RINGS

The construction is generic, therefore, the following results hold:

THEOREM (CABESSA & MASULLI 17, CABESSA ET AL.

17, CABESSA & TCHAPTCHET 18, CABESSA & SiMA 19)

» Any finite state automaton can be simulated by some
neural network composed of synfire rings.

» Any finite state automaton can be simulated by some (noisy)
spiking neural network composed of synfire rings.
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AUTOMATA & RNNS WITH SYNFIRE RINGS

The construction is generic, therefore, the following results hold:

THEOREM (CABESSA & MASULLI 17, CABESSA ET AL.

17, CABESSA & TCHAPTCHET 18, CABESSA & SiMA 19)

» Any finite state automaton can be simulated by some
neural network composed of synfire rings.

» Any finite state automaton can be simulated by some (noisy)
spiking neural network composed of synfire rings.

» Any finite state automaton can be simulated by some
spiking neural network composed of synfire rings.
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SIMULATIONS

Play movies...
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SIMULATION OF BOUNDED-SPACE TURING MACHINES

» \We move to the simulation of bounded-space Turing machines.

» Turing machine recognizing the non regular and non context-
free language {0"1" : n > 0}

[OTolo[o [ ] o[ o o]5] -+ input tape

Lelolololelefefolole]lo]o]e] - work tape
t

/ Program  current state: q;, \

(Gin,0,0) = (dace, b,b, 9, 5)

(4in:0,0) = (g0,0,b, R, S)

(gin, 1,b) = (arej; 1,5, 5)

(90,0,0) = (qobis: 0,0, R, R)  (qvis;0,0)  +—  (q0,0,0, R, R)
(90,1.0) = (q1,1,1,R, L) (q0vis:1,0) = (@1, 1,1, R, L)
(qo:b:b) = (Grej-b.6,5,8)  (qopis:b,b) (qw.h,b, S, 8)
(@1,1,0) = (quis, LR, L) (qubis; 1.0) = (q1,1,1, R, L)
(91,0,1) = (Gace;0,1,8,9)  (quois; 1) = (dace; b, 1,5, 5)
(21,0,0) = (¢rej»0,0,58,8)  (qubis:5,0) = (gre;,0,0,5,5)
(a1, 1.1) = ey 1,1,S,9)  (quis: 1,1) = (grejp 1,1,5,9)

Qh-,o ) = (4¢:0,1,8.5)  (quis;0,1) = (g j~0y1=5‘5y
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SIMULATION OF BOUNDED-SPACE TURING MACHINES

» \We move to the simulation of bounded-space Turing machines.

» Turing machine recognizing the non regular and non context-
free language {0"1" : n > 0}

[OTolo[o [ ] o[ o o]5] -+ input tape

Lelolololelefefolole]lo]o]e] - work tape
t

/ Program  current state: q;, \

(Gin,0,0) = (qace, b,b, 59, 5)

(4in,0.0) = (g0,0,b, R, S)

(gin, 1,b) = (arej; 1,5, 5)

(90,0,0) = (qobis: 0,0, R, R)  (qvis;0,0)  +—  (q0,0,0, R, R)
(90,1.0) = (q1,1,1,R, L) (q0vis:1,0) = (@1, 1,1, R, L)
(qo:b:b) = (Grej-b.6,5,8)  (qopis:b,b) (qw.h,b, S, 8)
(@1,1,0) = (quis, LR, L) (qubis; 1.0) = (q1,1,1, R, L)
(91,0,1) = (Gace;0,1,8,9)  (quois; 1) = (dace; b, 1,5, 5)
(21,0,0) = (¢rej»0,0,58,8)  (qubis:5,0) = (gre;,0,0,5,5)
(a1, 1.1) = ey 1,1,S,9)  (quis: 1,1) = (grejp 1,1,5,9)

Qh-,o ) = (4¢:0,1,8.5)  (quis;0,1) = (g j~0y1=5‘5y
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SIMULATION OF BOUNDED-SPACE TURING MACHINES

» \We move to the simulation of bounded-space Turing machines.

» Turing machine recognizing the non regular and non context-
free language {0"1" : n > 0}

[OTolo[o [ ] o[ o o]5] -+ input tape

Lelolololelefefolole]o]o]o] - work tape
t

/ Program  current state: qo \

(gin,0,0) = (qace; b, 6,9, S)

(qin,0,b) = (q0,0,b, R, S)

(gin, 1,b) = (arej; 1,5, 5)

(90,0,0) = (qopis: 0,0, R R)  (qbis; 0,) = (q0,0,0, R, R)
(90,1,0) = (g, 1, LR, L) (qovis; 1,D) = (a1, 1,1, R, L)
(q0,0,0) = (qrej» 0,0, 5, 9) (qobis, ,0) = (Grej h,b,S. S)
(@1,1,0) = (quis, LR, L) (qubis; 1.0) = (q1,1,1, R, L)
(91,0,1) = (Gace;0,1,8,9)  (quois; 1) = (dace; b, 1,5, 5)
(21,0,0) = (¢rej»0,0,58,8)  (qubis:5,0) = (gre;,0,0,5,5)
(a1, 1.1) = ey 1,1,S,9)  (quis: 1,1) = (grejp 1,1,5,9)

tho ) = (4¢:0,1,8.5)  (quis;0,1) = (g /'O'I’S‘Sy
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SIMULATION OF BOUNDED-SPACE TURING MACHINES

» \We move to the simulation of bounded-space Turing machines.

» Turing machine recognizing the non regular and non context-
free language {0"1" : n > 0}

[OTolo[o [ ] o[ o o]5] -+ input tape
T

[oTeTolol oo oooololo]b] -+«  work tape
1

/ Program  current state: qopis \

(Gin,0,0) = (dace, b,b, 9, 5)

(4in:0,0) = (g0,0,b, R, S)

(gin, 1,b) = (arej; 1,5, 5)

(90,0,0) = (qobis; 0,0, R, R)  (gois; 0,0) = (40,0,0, R, R)
(90,1.0) = (q1,1,1,R, L) (q0vis:1,0) = (q1,1,1, R, L)
(q0,0,0) = (qrej» 0,0, 5, 9) (qovis b. 1)) = (qrej, 0,0, 5, 5)
(@1,1,0) = (quis, LR, L) (q1bis; 1.0) = (@1,1,1, R, L)
(q1,0,1) = (Gace;0,1,5,8)  (quiss b 1) = (ace; b,1,5,5)
(21,0,0) = (¢rej»0,0,58,8)  (qubis: 5,0) = (gre;,0,0,5,5)
(a1,1,1) = (@rej>1,1,8,8)  (quis; 1,1) = (arej, 1, 1,8, 5)

Qzuﬂ D = (4e:0.1,8,8)  (quis,0,1) = (g /~0,1=S‘5y

TURING COMPLETE COMPUTATION WITH SYNFIRE RING-BASED NEURAL NETWORKS JEREMIE CABESSA



PROJECT STATE OF THE ART SYNFIRE RINGS SN-RNNs & FSA SR-RNNs & TMs FUTURE WORK
o 0000000 0000 00000 ©000000000000 000

SIMULATION OF BOUNDED-SPACE TURING MACHINES

» \We move to the simulation of bounded-space Turing machines.

» Turing machine recognizing the non regular and non context-
free language {0"1" : n > 0}

[OTolo[o [ ] o[ o o]5] -+ input tape
T

loJolalolalolololo]lb]lo]b]b] -+ work tape
1t

/ Program  current state: qo \

(gin,0,0) = (qace; b, 6,9, S)

(qin,0,b) = (q0,0,b, R, S)

(gin, 1,b) = (arej; 1,5, 5)

(90,0.0) = (qopis; 0.0, R. ) (qobis; 0,0) = (40,0,0, R, R)
(90,1,0) = (g, L, LR, L) (govis; 1,0) = (q1,1,1, R, L)
(90,0,0) = (4rej;0,0,8,8)  (qois; b,0) = (gre; hvbvs' )
(@1,1,0) = (quis, LR, L) (q1bis; 1.0) = (@1,1,1, R, L)
(91,0,1) = (Gace;0,1,8,9)  (quois; 1) = (dace; b, 1,5, 5)
(21,0,0) = (¢rej»0,0,58,8)  (qubis: 5,0) = (gre;,0,0,5,5)
(a1, 1.1) = ey 1,1,S,9)  (quis: 1,1) = (grejp 1,1,5,9)

tho D = (4e:0.1,8,8)  (quis,0,1) = (g /'O'I’S‘Sy
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SIMULATION OF BOUNDED-SPACE TURING MACHINES

» \We move to the simulation of bounded-space Turing machines.

» Turing machine recognizing the non regular and non context-
free language {0"1" : n > 0}

[OTolo[o [ ] o[ o o]5] -+ input tape
T

loJolo]alalalololo]lb]lo]b]b] -+ work tape
1t

/ Program  current state: qopis \

(Gin,0,0) = (dace, b,b, 9, 5)

(4in:0,0) = (g0,0,b, R, S)

(gin, 1,b) = (arej; 1,5, 5)

(90,0,0) = (qobis, 0,0, R, R)  (qobis» U b) —  (q0,0,0,R, R)
(g0, 1,0)  +~ (q,1,1,R, L) (qovis» 1,0) +—  (q1.1,1,R,L)
(q0,0,0) = (qrej» 0,0, 5, 9) (qm,,, h b)) = (Grejs 0,0, 5,9)
(@1,1,0) = (quis, LR, L) (q1bis; 1.0) = (@1,1,1, R, L)
(q1,0,1) = (Gace;0,1,5,8)  (quiss b 1) = (ace; b,1,5,5)
(21,0,0) = (¢rej»0,0,58,8)  (qubis: 5,0) = (gre;,0,0,5,5)
(a1, 1.1) = ey 1,1,S,9)  (quis: 1,1) = (grejp 1,1,5,9)

tho ) = (4¢:0,1,8.5)  (quis;0,1) = (g /'O'I’S‘Sy
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SIMULATION OF BOUNDED-SPACE TURING MACHINES

» \We move to the simulation of bounded-space Turing machines.

» Turing machine recognizing the non regular and non context-
free language {0"1" : n > 0}

[OTolo[o [ ] o[ o o]5] -+ input tape
T

[ofofofa]e]e]e]e]b]blbolbf--- worktape
t

/ Program  current state: g \

(gin,0,) = (dace b, b, 9, 5)

(4in:0,0) = (g0,0,b, R, S)

(gin, 1,b) = (arej; 1,5, 5)

(40,0,0) = (qobis; 0,0, R, R)  (qovis:0,0) —  (q0,0,0,R, R)
(90,1,0) = (g, L, LR, L) (govis; 1,0) = (q1,1,1, R, L)
(90,0,0) = (@rejsb,6,5,8)  (qopis: b 17) = (Grej hvbvs' S)
(@1,1.0) = (qupis, L1, R L) (quviss 1,0) = (q1,1,1, R, L)
(q1,0,1) = (Gace;0,1,5,8)  (quiss b 1) = (ace; b,1,5,5)
(21,0,0) = (¢rej»0,0,58,8)  (qubis: 5,0) = (gre;,0,0,5,5)
(g1, 1.1) = (4 1,1,5.8)  (quis; 1) = (gres, 1,1,5,9)

tho-l) = (4rej»0,1,8,.8)  (quyis;0,1) = (qr /~0y1=5‘5y
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SIMULATION OF BOUNDED-SPACE TURING MACHINES

» \We move to the simulation of bounded-space Turing machines.

» Turing machine recognizing the non regular and non context-
free language {0"1" : n > 0}

[OTolo[o [ ] o[ o o]5] -+ input tape
T

[ofofsfafole]e]e]b]olbolbf--- worktape
t

/ Program  current state: qipis \

(Gin,0,0) = (dace, b,b, 9, 5)

(4in:0,0) = (g0,0,b, R, S)

(gin, 1,b) = (arej; 1,5, 5)

(90,0,0) = (qobis; 0,0, R, R)  (qopis; 0,0) = (qo,0, 0 R, R)
(90,1.0) = (q1,1,1,R, L) (q0vis:1,0) = (q1,1,1, R, L)
(90,0,0) = (@rejsb,6,5,8)  (qopis: b 17) = (Grejs h 1' S.85)
(91,1,0) = (quois; L1, R, L) (quyis: 1.0) = (g1, 1,1, R, L)
(q1,0,1) = (dace;b,1,5,8)  (quvis; b,1) = (daces b, 1,5, 5)
(1,0,0) = (4rej;0,0,8,5)  (quis; ,0) = (4re;s b,0.5,5)
(a1, 1.1) = ey 1,1,S,9)  (quis: 1,1) = (grejp 1,1,5,9)

who 1) = (3e:0.1,8,8)  (quis:0,1) = (¢re;,0,1, 8, ﬂj
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PROJECT STATE OF THE ART SYNFIRE RINGS SN-RNNs & FSA SR-RNNs & TMs FUTURE WORK
o 0000000 0000 00000 ©000000000000 000

SIMULATION OF BOUNDED-SPACE TURING MACHINES

» \We move to the simulation of bounded-space Turing machines.

» Turing machine recognizing the non regular and non context-
free language {0"1" : n > 0}

[OTolo[o [ ] o[ o o]5] -+ input tape
T

fofafafafole]e]eleolbolof--- worktape
t

/ Program  current state: g \

(gin,0,) = (dace b, b, 9, 5)

(4in:0,0) = (g0,0,b, R, S)

(gin, 1,b) = (arej; 1,5, 5)

(40,0,0) = (qobis; 0,0, R, R)  (qovis:0,0) —  (q0,0,0,R, R)
(90,1,0) = (g, L, LR, L) (govis; 1,0) = (q1,1,1, R, L)
(90,0,0) = (@rejsb,6,5,8)  (qopis: b 17) = (Grej hvbvs' S)
(@1,1.0) = (qupis, L1, R L) (quviss 1,0) = (q1,1,1, R, L)
(q1,0,1) = (Gace;0,1,5,8)  (quiss b 1) = (ace; b,1,5,5)
(21,0,0) = (¢rej»0,0,58,8)  (qubis: 5,0) = (gre;,0,0,5,5)
(g1, 1.1) = (4 1,1,5.8)  (quis; 1) = (gres, 1,1,5,9)

tho-l) = (4rej»0,1,8,.8)  (quyis;0,1) = (qr /~0y1=5‘5y
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PROJECT STATE OF THE ART SYNFIRE RINGS SN-RNNs & FSA SR-RNNs & TMs FUTURE WORK
o 0000000 0000 00000 ©000000000000 000

SIMULATION OF BOUNDED-SPACE TURING MACHINES

» \We move to the simulation of bounded-space Turing machines.

» Turing machine recognizing the non regular and non context-
free language {0"1" : n > 0}

[OTolo[o [ ] o[ o o]5] -+ input tape
T

[fafafafole]e]e]eoloolof--- worktape
t

/ Program  current state: qipis \

(Gin,0,0) = (dace, b,b, 9, 5)

(4in:0,0) = (g0,0,b, R, S)

(gin, 1,b) = (arej; 1,5, 5)

(0,0,0) = (qobis, 0,0, R, R)  (qobis;, 0,0) = (q0,0,0, R, R)
(90,1.0) = (q1,1,1,R, L) (q0vis:1,0) = (q1,1,1, R, L)
(90,0,0) = (4rej;0,0,5,8)  (qobis; b,0) = (ares h 1' S.85)
(01,1,0) = (qupiss L1, R, L) (qupiss 1 0) = (q,1,1LRL)
(@:61) = (Quce:0:1.5,8)  (quiesb 1) = (Gueesb. 1,5, 5)
(q1,0,0) = (¢rej»0,0,5,8)  (quvis, b 0) = (qre;s0,0.5,5)
(a1, 1.1) = ey 1,1,S,9)  (quis: 1,1) = (grejp 1,1,5,9)

QI]:U ) = (4¢:0,1,8.5)  (quis;0,1) = (g /~011=5‘5y
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PROJECT STATE OF THE ART SYNFIRE RINGS SN-RNNs & FSA SR-RNNs & TMs FUTURE WORK
o 0000000 0000 00000 ©000000000000 000

SIMULATION OF BOUNDED-SPACE TURING MACHINES

» \We move to the simulation of bounded-space Turing machines.

» Turing machine recognizing the non regular and non context-
free language {0"1" : n > 0}

[OTolo[o [ ] o[ o o]5] -+ input tape
T

[fafafafole]e]e]eoloolof--- worktape
t

/ Program  current state: qocc \

(Gin,0,0) = (dace, b,b, 9, 5)

(4in:0,0) = (g0,0,b, R, S)

(gin, 1,b) = (arej; 1,5, 5)

(0,0,0) = (qobis, 0,0, R, R)  (qobis;, 0,0) = (q0,0,0, R, R)
(90,1.0) = (q1,1,1,R, L) (q0vis:1,0) = (q1,1,1, R, L)
(90,0,0) = (4rej;0,0,5,8)  (qobis; b,0) = (ares h 1' S.85)
(01,1,0) = (qupiss L1, R, L) (qupiss 1 0) = (q,1,1LRL)
(@:61) = (Quce:0:1.5,8)  (quiesb 1) = (Gueesb. 1,5, 5)
(q1,0,0) = (¢rej»0,0,5,8)  (quvis, b 0) = (qre;s0,0.5,5)
(a1, 1.1) = ey 1,1,S,9)  (quis: 1,1) = (grejp 1,1,5,9)

QI]:U D = (2¢:0,1,8,8)  (quis,0,1) (g WOYLS‘Sy
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PROJECT STATE OF THE ART SYNFIRE RINGS SN-RNNs & FSA SR-RNNs & TMs FuTURE WORK
o 0000000 0000 00000 0®00000000000 000

FIBRES OF CONNECTIONS & INHIBITORY SYSTEM

> cell to ring excitatory
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PROJECT STATE OF THE ART SYNFIRE RINGS SN-RNNs & FSA SR-RNNs & TMs FUTURE WORK
o 0000000 0000 00000 0®00000000000 000

FIBRES OF CONNECTIONS & INHIBITORY SYSTEM

P constant excitatory

00— 00—

o .0 . o o 0. o
“,// OO/O\\OO \\\\ “,// OO/O\OO \\\\
[ / \ \ [ / \ \
000 000 000 000
\ OO\“O/DO // \ OO\*}/OO /

o o Ko o o) o

R AT
o P o .
O—O0 O—O0
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PRrROJECT STATE OF THE ART SYNFIRE RINGS SN-RNNs & FSA SR-RNNs & TMs Furure WORK
o 0000000 0000 00000 0®00000000000 000

FIBRES OF CONNECTIONS & INHIBITORY SYSTEM

> constant excitatory / one-shot inhibitory
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PRrROJECT STATE OF THE ART SYNFIRE RINGS SN-RNNs & FSA SR-RNNs & TMs FuTURE WORK
o 0000000 0000 00000 0®00000000000 000

FIBRES OF CONNECTIONS & INHIBITORY SYSTEM

» one-shot inhibitory / one-shot inhibitory
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PROJECT STATE OF THE ART
o 0000000

SYNFIRE RINGS
0000

SN-RNNs & FSA

GENERAL ARCHITECTURE

tic2 7

reading symbols
from cache to program
1

SR-RNNs & TMs

TURING COMPLETE COMPUTATION WITH SYNFIRE RING-BASED NEURAL NETWORKS

00000 00®0000000000 ooo
PROGRAM
RINGS
Q- %)
writing symbols
& moving heads
,,,,,, from program to
symbol and position
NN
-
CACHE
‘0 RINGS
(3N)
@
V(S ) Y
AL AL AL SYMBOL
‘@ 'O 'O 0 RINGS
(3N)
© @ @ v
@_’ ,, Tight’ T posirion
. RINGS
oo el @
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PROJECT STATE OF THE ART SYNFIRE RINGS SN-RNNs & FSA SR-RNNs & TMs FUTURE WORK
o 0000000 0000 00000 0008000000000 000

PosiTioN RINGS

» Used to store the current position of the head.
» Composed of a “left” and a “right” strip.

> excitatory/inhibitory connections.

©—> strip R
<—© strip L
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PROJECT STATE OF THE ART SYNFIRE RINGS SN-RNNs & FSA SR-RNNs & TMs FUTURE WORK
o 0000000 0000 00000 0008000000000 000

PosiTioN RINGS

» Used to store the current position of the head.
» Composed of a “left” and a “right” strip.

> excitatory/inhibitory connections.

©—> strip R
<—© strip L
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PROJECT STATE OF THE ART SYNFIRE RINGS SN-RNNs & FSA SR-RNNs & TMs FUTURE WORK
o 0000000 0000 00000 0008000000000 000

PosiTioN RINGS

» Used to store the current position of the head.
» Composed of a “left” and a “right” strip.

> excitatory/inhibitory connections.

©—> strip R
<—© strip L
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PROJECT STATE OF THE ART SYNFIRE RINGS SN-RNNs & FSA SR-RNNs & TMs FUTURE WORK
o 0000000 0000 00000 0008000000000 000

PosiTioN RINGS

» Used to store the current position of the head.
» Composed of a “left” and a “right” strip.

> excitatory/inhibitory connections.

©—> strip R
<—© strip L
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PROJECT STATE OF THE ART SYNFIRE RINGS SN-RNNs & FSA SR-RNNs & TMs FUTURE WORK
o 0000000 0000 00000 0008000000000 000

PosiTioN RINGS

» Used to store the current position of the head.
» Composed of a “left” and a “right” strip.

> excitatory/inhibitory connections.

©—> strip R
<—© strip L
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PROJECT STATE OF THE ART SYNFIRE RINGS SN-RNNs & FSA SR-RNNs & TMs FUTURE WORK
o 0000000 0000 00000 0008000000000 000

PosiTioN RINGS

» Used to store the current position of the head.
» Composed of a “left” and a “right” strip.

> excitatory/inhibitory connections.

©—> strip R
<—© strip L
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PROJECT STATE OF THE ART SYNFIRE RINGS SN-RNNs & FSA SR-RNNs & TMs FUuTURE WORK
o 0000000 0000 00000 0000@00000000 000

SYMBOL RINGS

P> Used to store the symbols written on the tape.
» Composed of a "blank”, a “0" and a “1" strip.
» inhibitory/inhibitory connections.

QO O OO O O 0O O i
OO OO0 OO O O - w
OO OO OO OO0 ws
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PROJECT STATE OF THE ART SYNFIRE RINGS SN-RNNs & FSA SR-RNNs & TMs FUTURE WORK
o 0000000 0000 00000 0000@00000000 000

SYMBOL RINGS

P> Used to store the symbols written on the tape.
» Composed of a "blank”, a “0" and a “1" strip.
» inhibitory/inhibitory connections.

O OO0 0 @ @ @ i
@ O O @ @ O © ©O - wwo
O©®®0 0000
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CAcHE RINGS

P Used to store the symbol under the current head'’s position.
» Composed of a “blank”, a “0" and a “1” strip.
» inhibitory/inhibitory connections.

V Y V Vil
S BB BB B ED

'I\\"I\\"I\\"I\\"I\\"I\\"I\\‘




OOOOOOOOOOOOOOOOOOOOOOOOOOOO

CAcHE RINGS

P Used to store the symbol under the current head'’s position.
» Composed of a “blank”, a “0" and a “1” strip.
» inhibitory/inhibitory connections.

V Y V Vil
S BB BB B ED

'I\\"I\\"I\\"I\\"I\\"I\\"I\\‘




PROJECT STATE OF THE ART

[e] 0000000

SYNFIRE RINGS

0000

SN-RNNs & FSA

00000

SR-RNNs & TMs
0000008000000

PoSITION-SYMBOL-CACHE CONNECTIONS

©

©O O OO O O O
©O O OO0 O O 0O
©O O OO O O 0O
©O O OO O O 0O
©O O OO O O 0O
©O O OO O O 0O
©O O OO0 O 0 O
©O O OO O O O

©

©

©

©

©

©

©
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PROJECT STATE OF THE ART

[e] 0000000

SYNFIRE RINGS

0000

SN-RNNs & FSA

00000

SR-RNNs & TMs
0000008000000

PoSITION-SYMBOL-CACHE CONNECTIONS

©

O O OO O O 0O
O O OO O O 0O
O O OO O O 0
©O O OO O O 0O
©O O OO O O 0O
©O O OO O O 0O
©O O OO O 0O O
©O O OO O O O

©

©

©

©

©

©

©
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strip ¢l

strip c0

strip B

strip 1

strip 0

strip B

strip R

strip L
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000
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PROJECT STATE OF THE ART

[e] 0000000

SYNFIRE RINGS

0000

SN-RNNs & FSA

00000

SR-RNNs & TMs
0000008000000

PoSITION-SYMBOL-CACHE CONNECTIONS

©

O O O 0O O 0 O
O O OO0 O 0 0O
O O O 0 O 0O 0O
O O OO0 O 0 0O
O O OO0 O 0O O
O O O 0 O 0O 0O
©O O O OO0 0 O

O

O

©

©

O

©

©

O

O O O O 0 0O
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strip ¢l

strip 0

strip ¢B

strip 1

strip 0

strip B

strip R

strip L
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PROJECT STATE OF THE ART

[e] 0000000

SYNFIRE RINGS

0000

SN-RNNs & FSA

00000

SR-RNNs & TMs
0000008000000

PoSITION-SYMBOL-CACHE CONNECTIONS

©

O O OO0 O 0 O
O O OO0 O 0 0O
O O OO0 O 0O 0O
O O OO0 O 0 O
O O OO0 O 0 O
O O OO0 O 0O O
©O O O 0O O 0 O

O

O

©

©

O

©

©

O

O O O O 0 0

TURING COMPLETE COMPUTATION WITH SYNFIRE RING-BASED NEURAL NETWORKS

strip ¢l

strip 0

strip ¢B

strip 1

strip 0

strip B

strip R

strip L

FUTURE WORK
000
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PRrROJECT STATE OF THE ART SYNFIRE RINGS SN-RNNs & FSA SR-RNNs & TMs Furure WORK
o 0000000 0000 00000 000000@000000 000

PosIiTiON-SYMBOL-CACHE CONNECTIONS
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PRrROJECT STATE OF THE ART SYNFIRE RINGS SN-RNNs & FSA SR-RNNs & TMs Furure WORK
o 0000000 0000 00000 000000@000000 000

PosIiTiON-SYMBOL-CACHE CONNECTIONS
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PRrROJECT STATE OF THE ART SYNFIRE RINGS SN-RNNs & FSA SR-RNNs & TMs Furure WORK
o 0000000 0000 00000 000000@000000 000

PosIiTiON-SYMBOL-CACHE CONNECTIONS
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PRrROJECT STATE OF THE ART SYNFIRE RINGS SN-RNNs & FSA SR-RNNs & TMs Furure WORK
o 0000000 0000 00000 000000@000000 000

PosIiTiON-SYMBOL-CACHE CONNECTIONS

TURING COMPLETE COMPUTATION WITH SYNFIRE RING-BASED NEURAL NETWORKS JEREMIE CABESSA



PRrROJECT STATE OF THE ART SYNFIRE RINGS SN-RNNs & FSA SR-RNNs & TMs Furure WORK
o 0000000 0000 00000 000000@000000 000

PosIiTiON-SYMBOL-CACHE CONNECTIONS
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PRrROJECT STATE OF THE ART SYNFIRE RINGS SN-RNNs & FSA SR-RNNs & TMs Furure WORK
o 0000000 0000 00000 000000@000000 000

PosIiTiON-SYMBOL-CACHE CONNECTIONS
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PRrROJECT STATE OF THE ART SYNFIRE RINGS SN-RNNs & FSA SR-RNNs & TMs Furure WORK
o 0000000 0000 00000 000000@000000 000

PosIiTiON-SYMBOL-CACHE CONNECTIONS

TURING COMPLETE COMPUTATION WITH SYNFIRE RING-BASED NEURAL NETWORKS JEREMIE CABESSA



PROJECT STATE OF THE ART SYNFIRE RINGS SN-RNNs & FSA SR-RNNs & TMs FUTURE WORK
o 0000000 0000 00000 0000000800000 000

PrRoGrRAM RINGS

states

q0 q1 q2 dn
00 - o=
0/00 -~ O mi
: i 7,
! i Q
| ! S
| 3 En
0/0© -~ O n
| ‘ g
1 | &
| . . ' g
Pl .o &
00060 - O«

from cache rings to symbol and position rings

reading symbols writing symbols and moving heads
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PROJECT STATE OF THE ART SYNFIRE RINGS SN-RNNs & FSA SR-RNNs & TMs Furure WORK
o 0000000 0000 00000 0000000080000 000

PrRoGrRAM RINGS

» One ring per event “state ¢; & current symbols a1, ..., ax
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PROJECT STATE OF THE ART SYNFIRE RINGS SN-RNNs & FSA SR-RNNs & TMs FUTURE WORK
o 0000000 0000 00000 0000000080000 000

PrRoGrRAM RINGS

» One ring per event “state ¢; & current symbols a1, ..., ax

» Program to program: excitatory/inhibitory:
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PROJECT STATE OF THE ART SYNFIRE RINGS SN-RNNs & FSA SR-RNNs & TMs FUTURE WORK
o 0000000 0000 00000 0000000080000 000

PrRoGrRAM RINGS

» One ring per event “state ¢; & current symbols a1, ..., ax

» Program to program: excitatory/inhibitory:
= change state
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PROJECT STATE OF THE ART SYNFIRE RINGS SN-RNNs & FSA SR-RNNs & TMs FUTURE WORK
o 0000000 0000 00000 0000000080000 000

PrRoGrRAM RINGS

» One ring per event “state ¢; & current symbols a1, ..., ax

» Program to program: excitatory/inhibitory:

= change state

» Cache to program: excitatory
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PROJECT STATE OF THE ART SYNFIRE RINGS SN-RNNs & FSA SR-RNNs & TMs FUuTURE WORK
o 0000000 0000 00000 0000000080000 000

PrRoGrRAM RINGS

» One ring per event “state ¢; & current symbols a1, ..., ax

» Program to program: excitatory/inhibitory:
= change state

» Cache to program: excitatory

= read current symbol
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PROJECT STATE OF THE ART SYNFIRE RINGS SN-RNNs & FSA SR-RNNs & TMs FUuTURE WORK
o 0000000 0000 00000 0000000080000 000

PrRoGrRAM RINGS

One ring per event “state ¢; & current symbols aq, ..., ax
Program to program: excitatory/inhibitory:

change state

Cache to program: excitatory

read current symbol

v |l v | v v

Program to symbol: excitatory
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PROJECT STATE OF THE ART SYNFIRE RINGS SN-RNNs & FSA SR-RNNs & TMs FUuTURE WORK
o 0000000 0000 00000 0000000080000 000

PrRoGrRAM RINGS

One ring per event “state ¢; & current symbols aq, ..., ax

Program to program: excitatory/inhibitory:
change state

Cache to program: excitatory

read current symbol

Program to symbol: excitatory

Il v il v | v v

write new symbol
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PROJECT STATE OF THE ART SYNFIRE RINGS SN-RNNs & FSA SR-RNNs & TMs FUuTURE WORK
o o o e > o o 0000000080000 000

PrRoGrRAM RINGS

One ring per event “state ¢; & current symbols aq, ..., ax

Program to program: excitatory/inhibitory:
change state

Cache to program: excitatory

read current symbol

Program to symbol: excitatory

write new symbol

v il v |l v | v v

Program to position: excitatory
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PROJECT STATE OF THE ART SYNFIRE RINGS SN-RNNs & FSA SR-RNNs & TMs FUuTURE WORK
o o o e > o o 0000000080000 000

PrRoGrRAM RINGS

» One ring per event “state ¢; & current symbols a1, ..., a;"
» Program to program: excitatory/inhibitory:

= change state

» Cache to program: excitatory

= read current symbol

» Program to symbol: excitatory

= write new symbol

> Program to position: excitatory

= move head
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PROJECT STATE OF THE ART SYNFIRE RINGS SN-RNNs & FSA SR-RNNs & TMs Furure WORK
o 0000000 0000 00000 0000000008000 000

START-TIC1-TIC2-TIC3 PROCEDURE

> “start” cell: sets the initial configuration of the tape(s).
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PROJECT STATE OF THE ART SYNFIRE RINGS SN-RNNs & FSA SR-RNNs & TMs FUTURE WORK
o 0000000 0000 00000 0000000008000 000

START-TIC1-TIC2-TIC3 PROCEDURE

> “start” cell: sets the initial configuration of the tape(s).

> “ticl” cell: triggers the cache rings update = read symbol
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PROJECT STATE OF THE ART SYNFIRE RINGS SN-RNNs & FSA SR-RNNs & TMs FUTURE WORK
o 0000000 0000 00000 0000000008000 000

START-TIC1-TIC2-TIC3 PROCEDURE

> “start” cell: sets the initial configuration of the tape(s).
> “ticl” cell: triggers the cache rings update = read symbol

> “tic2” cell: triggers the program rings update = switch state
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PROJECT STATE OF THE ART SYNFIRE RINGS SN-RNNs & FSA SR-RNNs & TMs FUuTURE WORK
o 0000000 0000 00000 0000000008000 000

START-TIC1-TIC2-TIC3 PROCEDURE

“start” cell: sets the initial configuration of the tape(s).
“ticl” cell: triggers the cache rings update = read symbol

“tic2" cell: triggers the program rings update = switch state

vV v. v Y

“tic3" cell: triggers the tape rings update = write symbol and
move heads
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PROJECT STATE OF THE ART SYNFIRE RINGS SN-RNNs & FSA SR-RNNs & TMs Furure WORK
o 0000000 0000 00000 0000000000800 000

PUTTING EVERYTHING TOGETHER...

tic2 7 PROGRAM
RINGS
Q- %)
writing symbols
& moving heads
from program to
reads rjg?g ;mbols avnﬂ)ol‘;:g ;ositmn
from cache (o program N\
Q QO O v
ticl 7 “”‘M‘ CACHE
WIS :
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TURING MACHINES & BOOLEAN RNNS WITH
SYNFIRE RINGS

The construction is generic, hence, one has the following result:

THEOREM

» Any bounded-space Turing machine can be simulated by some
Boolean neural network composed of synfire rings.
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TURING MACHINES & BOOLEAN RNNS WITH
SYNFIRE RINGS

The construction is generic, hence, one has the following result:

THEOREM

» Any bounded-space Turing machine can be simulated by some
Boolean neural network composed of synfire rings.

» The family of all such synfire ring-based neural networks com-
putes the (super-Turing) complexity class P/poly.
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SIMULATION

Play movie...
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FuTUuRE WORK

1. Generalization of the Turing-complete synfire ring architecture
to more biological neural models (Hodgkin-Huxley).
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1. Generalization of the Turing-complete synfire ring architecture
to more biological neural models (Hodgkin-Huxley).

2. Develop learning algorithms on this architecture:
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FuTUuRE WORK

1. Generalization of the Turing-complete synfire ring architecture
to more biological neural models (Hodgkin-Huxley).

2. Develop on this architecture:

* Reservoir computing approach:
Echo State Networks / Liquid State Machines
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FuTUuRE WORK

1. Generalization of the Turing-complete synfire ring architecture
to more biological neural models (Hodgkin-Huxley).

2. Develop on this architecture:

* Reservoir computing approach:
Echo State Networks / Liquid State Machines

* Evolutionary computation approach
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1. Generalization of the Turing-complete synfire ring architecture
to more biological neural models (Hodgkin-Huxley).

2. Develop on this architecture:

* Reservoir computing approach:
Echo State Networks / Liquid State Machines

* Evolutionary computation approach

* Biologically-oriented approach
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FuTUuRE WORK

1. Generalization of the Turing-complete synfire ring architecture
to more biological neural models (Hodgkin-Huxley).

2. Develop on this architecture:

* Reservoir computing approach:
Echo State Networks / Liquid State Machines

* Evolutionary computation approach
* Biologically-oriented approach

3. Towards
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FuTUuRE WORK

1. Generalization of the Turing-complete synfire ring architecture
to more biological neural models (Hodgkin-Huxley).

2. Develop learning algorithms on this architecture:

* Reservoir computing approach:
Echo State Networks / Liquid State Machines

* Evolutionary computation approach
* Biologically-oriented approach
3. Towards neuromorphic implementation.

4. Towards (real) biological implementation.
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CONCLUSION

Thank you!
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