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INTRODUCTION

» We recall important results about the computational power of
recurrent neural networks.
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INTRODUCTION

» We recall important results about the computational power of
recurrent neural networks.

» We show that neural networks represent a natural model for
oracle-based computation, beyond the Turing limits.
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INTRODUCTION

» We recall important results about the computational power of
recurrent neural networks.

» We show that neural networks represent a natural model for
oracle-based computation, beyond the Turing limits.

» We introduce a bio-inspired paradigm for neural computation
based on the concept of synfire rings.
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FINITE STATE AUTOMATON

A finite state automaton (FSA) can be represented as a graph
whose nodes and edges are the computational states and
transitions between those.
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FINITE STATE AUTOMATON

A finite state automaton (FSA) can be represented as a graph
whose nodes and edges are the computational states and
transitions between those.

> input u is accepted by A if A(u) reaches a final state
» input u is rejected by A if A(u) otherwise
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TURING MACHINE

A Turing machine (TM) consists of an infinite tape, a read-write
head, and a finite program.

input u
——
CfofsjoJof«] T I T T T T 10 F -

finite program
(¢in,0) = (q1,0,R)
(@in,1) = (¢1,1,R)
(@1,0) = (q¢1,0,R)
(@1,1) = (a1,1,R)
(@1,0) = (q2,b,L)
(22,0) = (dace, 0, R)
(a2,1) = (¢rej 1, R)
state qin
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A Turing machine (TM) consists of an infinite tape, a read-write
head, and a finite program.
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——
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finite program
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TURING MACHINE

A Turing machine (TM) consists of an infinite tape, a read-write
head, and a finite program.

input u
——
ClofifoJofa] T T T T T T HTf-
finite program
(¢in,0) = (q1,0,R)
(@in,1) = (¢1,1,R)
(q1,0) +— (q1,0,R)
(@1,1) = (a1, LR)
(@1,0) = (q2,b,L)
(g2,0) = (qace,0, R)
(g2,1) = (qrej» 1, R)
state ¢e;

> input u is accepted by M if M(u) reaches the state qucc
> input u is rejected by M if M(u) reaches the state g,.;
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TURING MACHINE WITH ADVICE

A Turing machine with advice (TM/A) is a TM provided with an
additional advice tape and advice function a : N — {0, 1}*.

input u

Cloftjojof« ] P T T FTPT T ]

Finite
Program

K state qi,
HEEN
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TURING MACHINE WITH ADVICE

A Turing machine with advice (TM/A) is a TM provided with an
additional advice tape and advice function o : N — {0, 1}*.

input u

Clofrfofols ] T VT PP PP T T J--

Finite
Program

K state gin

N— —

~
advice a(|u|)
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TURING MACHINE WITH ADVICE

A Turing machine with advice (TM/A) is a TM provided with an
additional advice tape and advice function o : N — {0, 1}*.

input u

Clofrfofols ] T VT PP PP T T J--

Finite
Program

state g,

(ol fjofifoofifafifol {111~
N— —

~
advice a(|u|)

» The class of languages recognized in polynomial time by Turing
machines with polynomial advices (TM/poly(A)) is P/poly.
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TURING MACHINE WITH ADVICE

A Turing machine with advice (TM/A) is a TM provided with an
additional advice tape and advice function o : N — {0, 1}*.

input u

Cloftfofof« ] FT TP T P11 ]

Finite

Program
K state ¢,
fofofifofifofoififiqol T {111
N— —

~
advice a(|u|)

» TM/As are strictly more powerful than TMs: P/poly D P
They are super-Turing...
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1. Boolean rational RNNs:
2. Boolean real RNNs:
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1. Boolean rational RNNs:
2. Boolean real RNNs:
3. Sigmoid static rational RNNs:

neuron - neuron
i J / i J /
) @ i \
bint — \ bint — \

NEURAL COMPUTATION WITH RECURRENT NEURAL NETWORKS COMPOSED OF SYNFIRE RINGS

B-RNN[Q]s
B-RNN[R]s
St-RNN[Q]s

JEREMIE CABESSA



INTRODUCTION FSMs POWER OF RNNs FSA & B-RNNs  SyNrIRE RINGS  FSA & RNNs witH SRs  CONCLUSION
o 000 00000@000000 00000 oo 000000000000 000

RECURRENT NEURAL NETWORKS

Boolean rational RNNs: B-RNN[Q]s
Boolean real RNNs: B-RNN[R]s
Sigmoid static rational RNNs: St-RNN[Q]s
Sigmoid static real RNNs: St-RNN[R]s
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1. Boolean rational RNNs: B-RNN[Q]s
Boolean real RNNs: B-RNN[R]s
Sigmoid static rational RNNs: St-RNN[Q]s
Sigmoid static real RNNs: St-RNN[R]s
Sigmoid bi-valued evolving rational RNNs: Evo-RNN[Q]s

AR
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Boolean rational RNNs:

Boolean real RNNs:

Sigmoid static rational RNNs:

Sigmoid static real RNNs:

Sigmoid bi-valued evolving rational RNNs:

SN

Sigmoid bi-valued evolving real RNNs:
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e aiN S a;N
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1. Boolean rational RNNs: B-RNN[Q]s
2. Boolean real RNNs: B-RNNJ[R]s
3. Sigmoid static rational RNNs: St-RNN[Q]s
4. Sigmoid static real RNNs: St-RNN[R]s
5. Sigmoid bi-valued evolving rational RNNs: Evo-RNN[Q]s
6. Sigmoid bi-valued evolving real RNNs: Eva-RNN[R]s
7. Sigmoid general evolving rational RNNs: Ev-RNN[Q]s
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> We can define infinitely many complexity classes between the
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» Recurrent neural networks is a natural model for oracle-based
(super-Turing) computation.

> In all these results, the simulation of finite state machines by
recurrent neural networks is not “biologically plausible”.

> We propose a novel paradigm for abstract neural computation
that takes into account important biological features.
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DRAWBACKS OF THE CONSTRUCTION

» Computational states of the automaton are represented as Boolean
states, i.e., spiking configurations of the network.
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» Computational states of the automaton are represented as Boolean
states, i.e., spiking configurations of the network.

* Computational states should rather be represented by sustained
activities of neural assemblies, e.g., by cyclic attractors.
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» Computational states of the automaton are represented as Boolean
states, i.e., spiking configurations of the network.

* Computational states should rather be represented by sustained
activities of neural assemblies, e.g., by cyclic attractors.

» Network is not robust to cell death, synaptic plasticity, archi-
tectural plasticity in general.
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DRAWBACKS OF THE CONSTRUCTION

» Computational states of the automaton are represented as Boolean
states, i.e., spiking configurations of the network.

* Computational states should rather be represented by sustained
activities of neural assemblies, e.g., by cyclic attractors.

» Network is not robust to cell death, synaptic plasticity, archi-
tectural plasticity in general.

* Network should be robust to architectural plasticity and synap-
tic noises.
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SYNFIRE CHAINS

» Synfire chains allow for robust and highly precise transmission
of information in neural networks.
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SYNFIRE CHAINS

» Synfire chains allow for robust and highly precise transmission
of information in neural networks.

» Synfire chains are likely to be crucially involved in the processing
and coding of information in neural networks.
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SYNFIRE CHAINS

» Synfire chains allow for robust and highly precise transmission
of information in neural networks.

» Synfire chains are likely to be crucially involved in the processing
and coding of information in neural networks.

» Synfire chains have been theorized as fundamental neuronal
structures (ABELES 82).
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and coding of information in neural networks.
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» Synfire chains are likely to be crucially involved in the processing
and coding of information in neural networks.

» Synfire chains have been theorized as fundamental neuronal
structures (ABELES 82).
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of information in neural networks.

» Synfire chains are likely to be crucially involved in the processing
and coding of information in neural networks.

» Synfire chains have been theorized as fundamental neuronal
structures (ABELES 82).
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SYNFIRE CHAINS

» Synfire chains allow for robust and highly precise transmission
of information in neural networks.

» Synfire chains are likely to be crucially involved in the processing
and coding of information in neural networks.

» Synfire chains have been theorized as fundamental neuronal
structures (ABELES 82).
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SYNFIRE CHAINS

» Synfire chains allow for robust and highly precise transmission
of information in neural networks.

» Synfire chains are likely to be crucially involved in the processing
and coding of information in neural networks.

» Synfire chains have been theorized as fundamental neuronal
structures (ABELES 82).
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SYNFIRE RINGS

» Synfire rings are looping synfire chains that have been observed
in self-organizing neural networks (ZHENG & TRIESCH 14).
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SYNFIRE RINGS

» Synfire rings are looping synfire chains that have been observed
in self-organizing neural networks (ZHENG & TRIESCH 14).

» Synfire rings allow for robust and temporally precise self-sustained
activities.
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in self-organizing neural networks (ZHENG & TRIESCH 14).
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» Synfire rings are looping synfire chains that have been observed
in self-organizing neural networks (ZHENG & TRIESCH 14).

» Synfire rings allow for robust and temporally precise self-sustained
activities.
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SYNFIRE RINGS

» Synfire rings are looping synfire chains that have been observed
in self-organizing neural networks (ZHENG & TRIESCH 14).

» Synfire rings allow for robust and temporally precise self-sustained
activities.
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NEURAL COMPUTATION WITH SYNFIRE RINGS

» We introduce a paradigm of neural computation based on syn-
fire rings.

NEURAL COMPUTATION WITH RECURRENT NEURAL NETWORKS COMPOSED OF SYNFIRE RINGS JEREMIE CABESSA



INTRODUCTION ~ FSMs  Power oF RNNs  FSA & B-RNNs  SynrirRE RINGS FSA & RNNs wiTH SRS  CONCLUSION
o 000 000000000000 00000 oo ©00000000000 000

NEURAL COMPUTATION WITH SYNFIRE RINGS

» We introduce a paradigm of neural computation based on syn-
fire rings.

» Computational states are represented by sustained activities
within synfire rings.
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NEURAL COMPUTATION WITH SYNFIRE RINGS

» We introduce a paradigm of neural computation based on syn-
fire rings.

» Computational states are represented by sustained activities
within synfire rings.

» Hence, the successive computational states are encoded into
cyclic attractors.
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NEURAL COMPUTATION WITH SYNFIRE RINGS

» We introduce a paradigm of neural computation based on syn-
fire rings.

» Computational states are represented by sustained activities
within synfire rings.

» Hence, the successive computational states are encoded into
cyclic attractors.

» The transitions between such attractors are perfectly controlled
by the inputs.
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NEURAL COMPUTATION WITH SYNFIRE RINGS

» We introduce a paradigm of neural computation based on syn-
fire rings.

» Computational states are represented by sustained activities
within synfire rings.

» Hence, the successive computational states are encoded into
cyclic attractors.

» The transitions between such attractors are perfectly controlled
by the inputs.

» The global computational process is robust to various kinds of
architectural plasticities and noises.
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AUTOMATA & BOOLEAN RNNS WITH SYNFIRE
RiINGs

Since the construction is generic, one has the following result:

THEOREM

Any finite state automaton can be simulated by some Boolean
neural network composed of synfire rings.
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HODGKIN-HUXLEY NEURONS (SOFTWARE DEMO)

0.01(10 — Vi) —Vim
(Vi) = ——————7"— n(Vim) = 0.125 _
an( eXp(mIg/’“)fl Bn(Vin) exp( 30 )

A ) (Vi) = dexp(T)

o (Vi) = 12D
exp(2ym) — 1 8
—Vm 1
an(Vin) = 0.07 exp(—=) Br(Vm) = oxp(BVar) 1 1
10
I (V)1 =) = Bu (Vi)
T = (Vi) (1 = m) = B (Vi)
S = an(Vn)(1 = b) = B (Vi)
de _ 4 _ 3 _
me =1 — gkn (Vm - VK) — gNam h(Vm - VNa) _gl(Vm - ‘/l)
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AUTOMATA & HODGKIN-HUXLEY RNNS WITH
SYNFIRE RINGS

THEOREM

Any finite state automaton can be simulated by some
Hodgkin-Huxley based neural network composed of synfire rings.
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FUTURE WORK: TOWARDS TURING COMPLETENESS

We intend to simulate Turing machines with recurrent neural
networks composed of synfire rings.
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FuTurRE WORK: TOWARDS TURING COMPLETENESS

We intend to simulate Turing machines with recurrent neural
networks composed of synfire rings.
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FUTURE WORK: LEARNING WITHIN THE SYNFIRE
RING ARCHITECTURE
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CONCLUSIONS

» Recurrent neural networks represent a natural models for oracle-
based computation, beyond the Turing limits.
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» Recurrent neural networks represent a natural models for oracle-
based computation, beyond the Turing limits.

» We introduced a new paradigm of neural computation based
on the concept of synfire rings.
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CONCLUSIONS

» Recurrent neural networks represent a natural models for oracle-
based computation, beyond the Turing limits.

» We introduced a new paradigm of neural computation based
on the concept of synfire rings.

» We intend to study the issue of learning within the synfire ring
architecture.
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CONCLUSIONS

» Recurrent neural networks represent a natural models for oracle-
based computation, beyond the Turing limits.

» We introduced a new paradigm of neural computation based
on the concept of synfire rings.

» We intend to study the issue of learning within the synfire ring
architecture.

» Utopia: achieve the realization of neural computers. By grow-

ing cultures of neurons according to the synfire ring architec-
ture, one could in principle realize neural computers.
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